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Point sources:

• 3C 196 (75 Jy @ 138 MHz)Field

• RA: 08 : 13 : 16.05, DEC: +48 : 13 : 02.58

• (+ A team)

• Point-sources extracted with duchamp

• Random spectral indices

• Tail of the point-source brightness distribution 
from Jelic et al.

(Bernardi et al.)
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Ionosphere

• Superposition of TIDs and Kolmogorov 
turbulence (cascading)

• Large scale TID behavior from Spoelstra 
and Velthoven
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Figure 6. A simulated map at δ = 50o. The sources were initially unpolarized and the polarization shown here is due to distortion of the station beam.
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Figure 7. The source position error estimate as a function of the detection
SNR and the baseline length. For mild ionospheric conditions the source
position error due to inaccuracies in the he beam will be much larger (Con-
don (1997)).

LOFAR. The stations pencil beams of the core stations can over-
lap at ionosphere altitudes and cross each other, providing infor-
mation about the 3D structure of the ionosphere as well. Our iono-

spheric modeling consists of two components: (1) two-dimensional
large scale traveling ionospheric waves which introduce a phase
φij= 2Asin(k(xi−xj)/2)sin[ωt − k(xi+xj)/2] between station i
and j and (2) Kolomogorov turbulence with an inner scale of 2 me-
tres and an outer one of 200 kilometres. We ignore ionospheric am-
plitude scintillations, that occur in relatively small scales but we
plan to incorporate them in the future. The large scale wave char-
acteristics are taken from Spoelstra (1996) (Table III). By adding
both components we create the TEC maps for every time step. The
time evolution of the TED is governed by the periods of the TIDs
and Gaussian random waves introduced in the turbulent part.

Using the 3D plus time TEC cubes we can calculate the to-
tal ionosphere phase and Faraday rotation angle by means of ray-
tracing. The length of each ray transversing the ionosphere depends
on the TEC values within the volume that it passes through. The
ionospheric refraction index is defined as:

n =
“h

1− 81
ˆ
m

3
s
−2˜

TEC
‹
f

2

i”1/2

where f is the frequency of the EM wave in Hertz. The extra path
that an ionospheric wave travels is:

P (Zs) =

Z
(n− 1) dh sec (Zs)

where h is the ionospheric layer thickness and Zs the zenith angle
of the sub-ionospheric point of a source at s.

The Faraday rotation angle Ω is given by:

Ω =
K

f2
H cos η cos Zs · TEC
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Figure 6. A simulated map at δ = 50o. The sources were initially unpolarized and the polarization shown here is due to distortion of the station beam.
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Figure 7. The source position error estimate as a function of the detection
SNR and the baseline length. For mild ionospheric conditions the source
position error due to inaccuracies in the he beam will be much larger (Con-
don (1997)).

LOFAR. The stations pencil beams of the core stations can over-
lap at ionosphere altitudes and cross each other, providing infor-
mation about the 3D structure of the ionosphere as well. Our iono-

spheric modeling consists of two components: (1) two-dimensional
large scale traveling ionospheric waves which introduce a phase
φij= 2Asin(k(xi−xj)/2)sin[ωt − k(xi+xj)/2] between station i
and j and (2) Kolomogorov turbulence with an inner scale of 2 me-
tres and an outer one of 200 kilometres. We ignore ionospheric am-
plitude scintillations, that occur in relatively small scales but we
plan to incorporate them in the future. The large scale wave char-
acteristics are taken from Spoelstra (1996) (Table III). By adding
both components we create the TEC maps for every time step. The
time evolution of the TED is governed by the periods of the TIDs
and Gaussian random waves introduced in the turbulent part.

Using the 3D plus time TEC cubes we can calculate the to-
tal ionosphere phase and Faraday rotation angle by means of ray-
tracing. The length of each ray transversing the ionosphere depends
on the TEC values within the volume that it passes through. The
ionospheric refraction index is defined as:

n =
“h

1− 81
ˆ
m

3
s
−2˜

TEC
‹
f

2

i”1/2

where f is the frequency of the EM wave in Hertz. The extra path
that an ionospheric wave travels is:

P (Zs) =

Z
(n− 1) dh sec (Zs)

where h is the ionospheric layer thickness and Zs the zenith angle
of the sub-ionospheric point of a source at s.

The Faraday rotation angle Ω is given by:

Ω =
K

f2
H cos η cos Zs · TEC
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Figure 10. Phase structure functions of the ionospheric model after detrend-
ing to remove the effect of large-scale TIDs
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Figure 11. The 3C 196 field. The length of the bar corresponds to the source
intensity. Only the sources that are above the confusion limit are shown. The
central source is 3C 196 with a flux of 75 Jy at 138 MHz.

function 0.02γ−0.8used by Jelić et al. (2008). We then assign ran-
dom spectral indices to the sources in the range −0.7± 0.15

The list of point sources is used as the input of the MeqTrees
visibility prediction script. The visibility are calculated using the
Hamaker–Bregman–Sault measurement equation:

Vij = Gi

 
X

sources

KiEiZiFiCF†
jZ

†
jE

†
jK

†
j

!
G†

j + Nij (6)

where G, E, Z and F stand for the Jones matrices of the complex
gains, the station beam pattern, the ionospheric phase and Faraday
rotation respectively. The matrices that are inside the sum over the
sources are direction dependent effects. The values of the matrices
are generated as described in the previous section and are stored
as AIPS++ MEP tables. K stands for the Fourier kernel, N for the

noise and C stands for the coherency matrix of the source:

C =

„
I + Q U + iV
U − iV I −Q

«

The indices i, j indicated the LOFAR stations for which the specific
correlation is calculated.

The next step is to include the diffuse emission. We use dif-
ferent methods for predicted the visibilities of the diffuse Galactic
emission (DGE) and the cosmological signal for reason that we
will explain shortly. For the DGE we need to generated data at the
uvw points that are visited during the observation. Using the new
methodology for generating the GDE (Jelić et al., in preparation),
we can generate maps of the polarized synchrotron and free-free
emission for a large FoV of ten square degrees with a resolution of
one arc-minute. We then take the 3D Fourier transforms of those
maps and interpolate the value of the coherency matrix at each uvw
point of our observation using a bi-linear interpolation method. The
image plane effects are added directly on the images before calcu-
lating the Fourier transform using the same values for their param-
eters as the ones used for the point sources. Each frequency chan-
nel is completely independent from the other ones and this yields
the computation embarrassingly parallel. In fact, our code is pro-
grammed using threads, with each thread corresponding to a single
different channel and can run on shared-memory SMP computers
as well as clusters. The predicted components are then written to
the relevant column of an AIPS++ Measurement Set.

Foe the cosmological signal we use a different approach. Cur-
rently, cosmological simulations are limited to approximately 100
Mpc comoving boxes (Thomas et al. 2009). Generating maps for
large FoV that extend outside the HPBW of LOFAR is computa-
tionally not feasible at the moment. In order to overcome this re-
striction we use the following remedy: We estimate the 2D power
spectrum of the signal using the brightness temperature cube from
(Thomas et al. 2009). We then fit a fourth order polynomial to the
rotationally averaged 2D power-spectrum in order to get an analyti-
cal expression. We then generate a isotropic random field following
the same power spectrum for every frequency slice. We can extrap-
olate to larger scales by using the analytical form of the power spec-
trum. The generated signal has the same rms statistics as a function
of frequency as the expected signal. Off course, the phase informa-
tion of the real signal can be quite different as they are correlated
with the matter distribution, but that is not important if one is in-
terested in a statistical detection. Moreover, the EoR signal itself as
well as the rest of the diffuse emission is not used for the calibration
process. Assuming that the global and local sky models, can lead to
an accurate enough calibration, we are interested in the detection of
excess rms fluctuations in the noise signal as function of frequency.
For that goal, the actual properties of the signal are not crucial as
long as they are distinguishable in their frequency behavior from
the noise properties. We plan, though, to improve our modeling of
the signal on large scales in the near future using proper radiative
transfer simulations. The power-spectral density of the EoR signal
as function of frequency is shown in Figure 5. In order to reduce
the computational overhead, we do not apply the the instrumen-
tal corruptions to the cosmological signal. The EoR signal is very
compared to the noise, the foreground and the point-sources and
any error caused on it by those artifacts does not in any case affect
the calibration process significantly. The effects of the calibration
errors on the EoR signal will be discussed in the next and last part
of this series of papers.

Finally, we concatenate the tables containing the extra-

c� 2008 RAS, MNRAS 000, 1–10
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Beam shapes

Sarod Yatawatta, "LOFAR beamshapes and their 
use in calibration and imaging", ASTRON Tech. 

Report, 2007
Polarized response due to dipole projection

Narrowband beamformer•
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Figure 5. Station beam polarization effects due to projection Left: The de-

gree of linear polarization ml as a function of the elevation angle. The ef-

fects becomes more significant towards the horizon. Right: The polariza-

tion plane angle θ as a function of elevation.

delay τn = 1
ω kT

0 rn, where ω is the cyclic frequency of the photon

and rn = (x, y, z) is the position vector of the element within the

station. We assume that we have a narrow-band system, such that

we can efficiently correct for the phase delay by using phase shifts

between the dipoles, and we use a delay-and-sum beamformer. A

more sophisticated beam-forming scheme is not recommend as it

can affect the statistical properties of the cosmic signal, which are

not known beforehand.

The fact that the array consists of dipoles and that the source

tracking is done by beam-formimg instead of steering large dishes

has some profound implications (Carozzi & Woan 2009). During

earth-rotation synthesis the array is projected at different angles

with respect to the source, and this leads to a distorted polarimet-

ric measurement. The dipoles move in the three-dimensional space

sampling all three components of the EM radiation under different

projections. For large FoV the station beam-shape also exhibits po-

larimetric distortions towards the edges of the FoV and this effect

becomes stronger for lower elevation angles. Both effects suggest

that source flux and polarization estimation have to be done when

the sources are close to the zenith, where the errors are as small as

possible.

In Figure 3 we plot the estimated degree of linear polarization

for an intrinsically unpolarized background field as a function of el-

evation. When the phase center is at the zenith there is no deviation

from the initial state, as there is no projection and the station beam

coincides with the element beam at that point. As the phase center

gets further away from the station zenith the polarization distortion

becomes more and more significant. In Figure 3 we show the I,Q,U

and V maps for a simulated field at δ = 52o
and for twelve hours of

synthesis. The sources were initially unpolarized and the observed

polarization is due to the projection of the stations with respect to

the source. Close to the horizon only of the two dipoles can be sen-

sitive to a given direction. On the right panel we show the typical

change in the polarization angle as a function of elevation.

Another important effect is the mutual coupling between the

dipoles. The mutual coupling is generic phenomenon that affects

arrays of antennas caused by the scattering of radiation from neigh-

boring elements. It manifests as a change in the far-field pattern and

impedance of an element compared to what that element has in in

isolation. The coupling is more significant as the distance between

the elements becomes shorter. The active impedance of the element

(the impedance when all the elements of the array are excited and

phase-steered) depends obviously on the scan angle. In array signal

processing the mutual coupling can be described as

E = CE0 (4)

, where bfE0 is the ideal array response matrix based on the ar-

ray geometry (each row describing a particular array element) and

C is the direction dependent mutual coupling matrix. In the case

where there is no mutual coupling, the response of each dipole de-

pends only on the pointing and the location of the dipole in the

array. bfE0 can be theoretically calculated. Then the mutual cou-

pling matrix C can be calculated using the pseudo-inverse:

C = EE†
0(E0E

†
0)−1

(5)

. If we assume that all the elements have the same patterns, then the

estimation of the mutual coupling requires one to solve the above

equation for a number of pointings. The mutual coupling matrix can

be easily incorporated in our modeling to study mutual coupling

effects between the dipoles.

To conclude this section, we reiterate our two main assump-

tions: (1) we are using a narrow-band system and (2) we assume

that all the elements have the same far-field patterns. Our model

incorporates arbitrary intra-station dipole positions, station orien-

tations and X and Y dipole orientations and relative angles.

.

4 IONOSPHERIC MODELING

We will continue our discussion with the ionospheric modeling

used in this paper. LOFAR will be able to probe ionospheric dis-

tortions at timescales of a few seconds and accuracies of a few

centimeters in path length. This is significantly more advanced

than everything available to date. Understanding the effects of

those small scale distortions is crucial in achieving the required

high dynamic ranges, sensitivities and angular resolutions. LOFAR

will have a spatial resolution of two meters, a temporal resolu-

tion of 1 second and a Total Electron Content accuracy of 10−3

TECUs. The EoR experiment is set to utilize mostly the core of

c� 2008 RAS, MNRAS 000, 1–10
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Gain modeling
- Auto Regressive Moving Average are used to describe stationary time series 
- Can be generated by passing white noise through a recursive (AR) and non 

recursive (MA) filter.
- ARMA is appropriate when a system is a function of a series of unobserved 

shocks (the MA part, ie temperature fluctuations) as well as its own behavior 
(i.e. clock jitter). 

(ARMA)
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Model selection 
!  Aikake’s final prediction error provides a 

measure of model quality in the situation where 
differenet datasets are available. 

V is the loss function: a function that maps an outcome into 
a real number representing the cost of that outcome. In 
general it depends on the difference between the true or 
desired value. 

Frequentist: Calculate the expected value w.r.t.  The PDF 
of the observed data 
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Prediction: 2.5, 5, 10 and 20 minutes 
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The result
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Standard calibration pipeline
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Things to be done

• Include RFI effects in the simulation

• Include a more complex GSM

• Effects of bandwidth smearing

• Longer baselines

• Murual-coupling



Read simulated sky maps

Predict visibilities

Compute instrumental corruptions

Calibrate MS

Post-processing: Inversion

Signal Extraction

Astrophysics

Step 1: Sky realizations 

Step 2: Predict Visibilities (Part I)

Step 3: Self-cal 

Step 4: Inversion (Part II) 

Step 5: Extraction and interpretation





We can write the data model as:

The the map is given by:

The factor                      corresponds to the dirty map and 
the matrix                         is the deconvolution step.

This approach will lead to a ML solution but is 
computationally very expensive. CLEAN is less optimal 

but faster.

(see also work of 
Boonstra, Wijnholds, 

Leshem)



Projection of 
data into pixels

Counting 
(beam-forming)

Using priors (also obtained by Wiener filtering, 
Zaroubi et al., 1995 :



Deconvolution condition 
number/ Regularization

• The deconvolution matrix gives an estimate of 
the redistribution of noise on the image plain.

• It also measures how well-posed the inverse 
problem is.

• For the LOFAR EoR KSP, the image plain is 
oversampled by a factor 2-4.

• Regularization method as well as strength 
affect the final result. 



 Regularization

• Two regularization methods used: Tikhonov 
and local diffusion operators (Vogel & Oman, 
Fatami et al., Labropoulos et al., in prep.)

• Tikhonov is fast to implement but choice of 
reg. parameter is difficult.

• Diffusion method needs and iterative approach.
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Extraction

SVD



Cramer-Rao Bound
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Conclusions:

• Simulations can help us understand 
interferometric observations but...

• The solutions are degenerate. The full 
parameter space might be explored

• Time-series analysis can model the underlying 
dynamics of a system

• ML imaging is optimal and feasible for EoR 
observations with a compact array


