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Title
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ALMA

JVLA

TMT E-ELT SKA Euclid

CTAJWSTLSST

FAST

ALMA LOFAR
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Data Intensive Astronomy
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§ Cutting edge science is increasingly data intensive
§ Massive data collections and large scientific collaborations 
§ Most science extraction is based on the archived data 
§ Current instruments already producing petascale datasets

New science infrastructures will produce exascale data!
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§Australia
§Canada
§China
§India
§Italy
§Netherlands
§New Zealand
§South Africa
§Sweden
§UK  
 
Potential new members: 
Spain, Portugal, Germany, 
France, others…
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SKA Headquarters  
at Jodrell Bank, UK

The Square Kilometre Array 

Host country for SKA-Mid

Host country for SKA-Low
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SKA1 MID in South Africa
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SKA1 LOW in Australia

Size of the Netherlands
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Cosmic Evolution

Cosmic Magnetism

Gravitational Physics

Origins of Life

The First Stars 

SKA Science Drivers
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Title
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23PB

Long Term Archive

LOFAR

300PB

SKA
Phase1 Science Archive

SKA Science 
Archive
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Impact of Science Archives
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Hubble Space Telescope Publication Rate

§ Assumes the archives are 
persistent and maintained

§ Assumes archival data is open 
and accessible 

§ Assumes data products stored 
are appropriate for general use 

§ Assumes users retrieving data 
have resources to process to a 
science result

Science archives are a multiplier for total science output
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SKA

Initial Processing
(Flagging, Correlation, etc.)

Science Processing
(Calibration and Imaging)

Science Analytics
(Visualization, Source 

Detection, etc.)

WSRT
LOFAR

Desktop Systems
(simple tools)

Moderate Clusters
(pipelines)

Science Data Centres
(smart systems)

Full Cost of Science Extraction
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SDCs will be how scientists use the SKA!

§Archive
§Access
§Analysis
§Analytics

Science Data Centres

European Science & Data Centre

ICT Technology
Centre

National 
Science & Data 

Centre 1

National 
Science & Data 

Centre 2

National 
Science & Data 

Centre 3

Cloud 
Services 

(Commercial)

Cloud 
Services 

(Academic)

HPC 
Services

Software
Services

Service 
Provider

Science Data Centres (SDCs) 
will host the SKA science 
archive, and provide access to 
infrastructure and expertise
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Global Network of Centres
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The AENEAS Project
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§ WP2: ESDC Governance Structure and Business Models 
§ WP3: ESDC Computing and Processing Requirements 
§ WP4: SKA Data Transport and Optimal European Storage Topologies 
§ WP5: User Data Access and Knowledge Creation

Design and specification of a distributed, European Science Data 
Centre (ESDC) to support the pan-European astronomical community 
in achieving the scientific goals of the SKA

EC Horizon 2020 (€3 million)
13 countries, 28 partners, SKAO, host countries,  
e-infrastructures (EGI, GÉANT, RDA), NREN’s
Three year project (2017-2019)



Science 
Data 

Centre

PipelinesWSRT

User 
Support

e2e
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JIVE
Valorization

Science 
Data 

Centre

Connections Beyond Astronomy

Multiple data 
collections

Different research 
communities

User 
support

Technology 
development

Industry 
partnerships

Academic 
partnerships



Data is the subtle knife that separates fact 
from fiction, and answers from questions.

Thanks!



Micro Datacentre

Micro Data Centers:

lowering the energy-per-answer

Prof. Dr. Ton Engbersen

Sci. Dir. ASTRON & IBM Center for Exascale Technology

Prof. Data Science Engineering, Rijksuniversiteit Groningen, Netherlands

Member IBM Academy of Technology

IBM Research GmbH - Switzerland



Major Waves of Technology

Back-Office
Computing

Client-Server 
PC - 1981

World Wide Web 
and eBusiness

Confluence of Social, Mobile, 
Cloud, Big Data / Analytics 

90’s80’s60’s We are here



Value in IT Industry is Shifting

Automating 

the 
World

Understanding 

the 
World

Graph 
Analytics

Genomics

Social 
Networks

Security

Machine
Learning

Healthcare

Education

Internet of 
Things

Video,

Speech

Analytics

Object 
recognition

Complex video 
analytics

Multi-model 
analytics

Moore’s Law



A bit of IT- & Technology History...
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40%

8008

8085

8086

8088

4004

First  Intel CPU w. Cache
(S/360: 1967! 23 years!)

8080

80186
80386

80486

Pentium

PentiumPro

Pentium II
Xeon

Pentium III

Pentium 4

Pentium 4F

Core 2

50%

20%

100%

40%

40%
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256K

64K
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SDR

DDR
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First Multi-core



Micro Datacentre

5cm


