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LOFAR data flow

Data from every station is transferred 
to COBALT and written on CEP2/4



The LOFAR Long Term Archive

What is the LTA?
A collection of data centres offering computing and storage facilities to many big 
scientific projects, among which is LOFAR
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INGEST
Data and metadata flow from the LOFAR
cluster to the LTA sites at 1.5 GB/s

Size of stored data growing at ~6 PB/yr

The LOFAR Long Term Archive

Whenever a data set needs to be archived, a series of checks is
performed. For example, if the same data file has already been
archived or if the checksum of the file in the archive matches that of
the file in the LOFAR cluster.

Data files missing metadata are archived as Unspecified products.
These cannot be searched for unless the proper ID is known.
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The LOFAR Long Term Archive

The data reaching the LTA is written on disks, but its final storage is on
tapes. Tapes are cheap and reliable devices for data storage.

LTA tapes are not reachable through the
internet.

Whenever the data is needed by a user, the files on tape must first be
copied to disks reachable through the net.
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STAGING
The tape containing the data is reached by a robotic arm, then its 
content is read and copied to disk 

Tape space optimized 

Fragmentation

Overheads

The LOFAR Long Term Archive
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The LOFAR Long Term Archive

STAGING Limitations
Each staging request cannot contain more than a 
few thousand files and it cannot exceed 5 TB

What if I need to stage 20k files? 
Split them into 10 consecutive requests for 2k 
each

Consecutive: a new request is issued after the previous one has 
completed (i.e., all files staged) 
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Accessing the archive

The necessary information can be found in the LTA How To at

http://www.lofar.org/operations/doku.php?id=public:lta_howto

The web interface to the archive is located at http://lofar.target.rug.nl/

The data in the archive have a proprietary status for 1 year: only the
members of the project are allowed to download them

All the metadata is public as soon as the data are archived

Staging is possible only if you are a registered user: you need a MoM
account with LTA user privileges. Whenever you create a MoM account,
send Science Support a request for Scientist and LTA user privileges.



The web interface

The web interface is 
the main location for 
data browsing.



You can only see the 
list of projects, if you 
don’t login.

The account you 
need is the same you 
use with MoM.

The web interface



The web interface

If you have successfully
logged in, your user
name will appear in the
top bar of the page,
under Login.

Pay attention to the
Project field: you always
need to choose a
project to browse.



The web interface

Once you click on the Search field 
in the top bar, you are shown the 
Simple query page.

Important:
Pay attention to the Classes and 
their meaning. 

Your search will be performed 
within the parameters of the 
classes that you have selected.



The web interface

If you follow the link to the advanced 
search boxes, you reach this page.

You have links to several classes, 
each with its own set of parameters 
(although many can be shared).

Observations almost never returns 
retrievable data. Searching on 
observations means searching over 
the products of an observation, which 
are raw data. With some exceptions,  
raw data are not archived. 

You can use Observations, when you
don’t know what processing was
performed on your data.



The web interface

Most data go simply through the
averaging (pre-processing) pipeline.

Several parameters are very
technical. In the future we will have
an interface where only physical
parameters are displayed by default.

You can simply search your target
here. Your search will take you
immediately to the products of the
pipeline in the archive.



The web interface

Here is the output of a search for M 31 over All public data with the
Averaging pipeline.
You can either click on the link in Number of Correlated Data Products or
select the pipeline and click on show data products, for further details.
Show pipelines will tell you which pipelines were run on the product
selected. In this case: none.
Source Data product will take you to the Observation setup of the
selected pipeline.



The web interface

Here we have followed the link in the Number of Correlated Data 
products field of the first data set

While by following the link to Source Data product, we obtain the 
observational setup



The web interface

Finally, when you have found the data you want, you can stage it.

Depending on the load on the system, staging can be slow. Waiting 
times of a week are not unheard of.



The download process

When you have received an email announcing that staging has
finished, you can download your data.

The download speed can vary between the different LTA sites (different
lines) and it depends on how you retrieve your files.

The fastest way is a globus copy (requires grid certificate and
software), which should reach 100 MB/s; the slowest is http at about
10-20 MB/s.

Some users have reported slower speeds and these need to be
investigated.



http://www.lofar.org/operations/doku.php?id=public:lta_tricks

Alternative interfaces



Alternative interfaces

If you are familiar (or wants to become to) with SQL, you can run your 
own queries on the catalog



Alternative interfaces

AstroWise also has a Python interface that can be used to find your data 
and stage it.

This is useful for projects with many files that cannot be staged all at 
once: write your scripts to stage in chunks.

Examples of scripts
are in the Wiki.

Attention: you must
understand very well
what each parameter
means (for example,
subband vs. station
subband).



Conclusions

Bug fixes and general improvements are necessary for the web interface.
The plan is to develop from scratch a new tool for archive browsing.

To skip manual work, searching and staging through python scripts can
be a powerful alternative, but test your scripts well: do not try to stage
the entire archive!

Most of the time finding, staging, and
downloading data is not painful, but several
points need familiarization and can imply delays.


