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Topics of the tutorial:

– capabilites of prefactor
– set up and run the pipeline
– troubleshooting / diagnostics Alexander Drabent

alex@tls-tautenburg.deT2



  

L. Morabito+in prep.



  

L. Morabito+in prep.

https://lta.lofar.eu

archived data (LTA)

target observation (~hours)
+ bookended calibrator observation (~10mins)

→ see lofarschool email to download both data sets



  

L. Morabito+in prep.

prefactor

https://github.com/lofar-astron/prefactor



  

Capabilities of prefactor
● removal of clock offsets between core and remote stations (using clock-TEC separation)

● correction of the polarization alignment between XX and YY

● robust time-independent bandass correction

● ionospheric RM corrections with RMextract

● removal of the element beam

● advanced flagging and interpolation of bad data

● mitigation of broad-band RFI and bad stations

● direction-independent phase correction of the target, using a global sky model

● detailed diagnostics

https://github.com/lofar-astron/RMextract/


  

Capabilities of prefactor
● removal of clock offsets between core and remote stations (using clock-TEC separation)

● correction of the polarization alignment between XX and YY

● robust time-independent bandass correction

● ionospheric RM corrections with RMextract

● removal of the element beam

● advanced flagging and interpolation of bad data

● mitigation of broad-band RFI and bad stations

● direction-independent phase correction of the target, using a global sky model

● detailed diagnostics

extracted from a 
calibrator observation 
and transferred to the 

target

instrumental effects

https://github.com/lofar-astron/RMextract/


  

Software packages in use:
● genericpipeline: pipeline framework using parsets, mapfiles and creates overall logs

https://www.astron.nl/citt/genericpipeline

● Default PreProcessing Pipeline (DPPP): main data handling tasks, e.g., averaging, flagging, 
calibrating, applying solutions

https://www.astron.nl/citt/DP3

https://www.github.com/lofar-astron/DP3

● LOFAR Solution tools (LoSoTo): analysing/extracting parameters from calibration solutions, 
see tutorial T1

https://github.com/revoltek/losoto



  

https://www.github.com/lofar-astron/prefactor/



  



  



  

Solve:

Solve:

Solve:

Solve:

Pre-Facet-Calibrator.parset

DPPP
LoSoTo (de Gasperin+2019)

skymodels/3c286-SH.skymodel



  

Solve:

R
evertin g the 

m
easur em

ent equatio n

Solve:

Solve:

Solve:

Pre-Facet-Calibrator.parset

DPPP
LoSoTo

see Calibration Basics 
in H. Elder‘s talk (T1)

(de Gasperin+2019)

skymodels/3c286-SH.skymodel

see  Ionospheric Effects 
in M. Mevius‘ talk (D2)

Rotation       +   Diagonal



  

Install prefactor within your Docker/Singularity container



  

check whether your data is in the right location



  

adjust parameters in the parset



  

specify the location where 
you put the calibrator MS

location of prefactor

adjust parameters in the parset

ensure MS data is bind to your 
container



  

adjust parameters in the parset

regular expression 
of the calibrator MS

location of specific software 
used in your image



  

adjust parameters in the parset

regular expression 
of the calibrator MS

location of specific software 
used in your image

choose a minimum of 100 SBs, e.g., L228161*SB0*.MS 



  

adjust parameters in the parset

regular expression 
of the calibrator MS

location of specific software 
used in your image

parameter 
section

choose a minimum of 100 SBs, e.g., L228161*SB0*.MS 



  

If you have troubles calibrating your data
changing parameters may help:

– nearby A-Team sources may require demixing
– for raw data you may perform additional flagging

– remove broken stations right from the beginning
– enable solutions transfer from template bandpass for International

Stations if calibrator is not supported
– use your own skymodels

LBA observations need different parameters

Visit:
https://www.astron.nl/citt/prefactor/calibrator.html#user-defined-parameter-configuration 



  

check your computing ressources

reduce the amount of launched jobs at the same time if you have  a small machine

max_dppp_threads * num_proc_per_node < max_proc_per_node



  

scroll down to see pipeline 
description

definition of 
single steps



  

copy pipeline config file



  

adjust config file 
to your needs



  

adjust config file 
to your needs

run on a local machine using 56 threads, check nproc

make sure the working_directory exists



  

running prefactor

load software environment first:
source /opt/lofarsoft/lofarinit.sh



  

running prefactor

- create working directory
-d enables DEBUG mode
-c specifies pipeline configuration



  

reading the log

time/date  ERRORLEVEL program stdout



  

reading the log

Beginning step keyword always marks a new step



  

reading the log

Starting for python scripts



  

reading the log

Details of the running task



  

job_directory

logfile



  

job_directory

logfile

parset files for DPPP and LoSoTo

mapfiles to track the used input/output files

calibration results

statefile of the pipeline



  

re-starting the 
pipeline from a 
certain step



  

inspecting 
calibration results



  

A-Team_elevation_calibrator.png



  

polalign_ph_polXX.png

1st iteration of calibration



  

polalign_ph_poldif.png

1st iteration of calibration



  

1st iteration of calibration

polalign.png



  

fr_ph_poldif.png

2nd iteration of calibration 
after correcting for 

PA + beam 
→ no XX-YY phase offsets



  

fr.png

2nd iteration of calibration 
after correcting for 

PA + beam 



  

ampBFlag_polXX.png

3rd iteration of calibration 
after correcting for
PA + beam + FR

(wide-band flagged) 



  

ampAFlag_polXX.png

3rd iteration of calibration 
after correcting for
PA + beam + FR

(wide-band flagged) 

flags applied



  

bandpass_time??.png

flags applied

3rd iteration of calibration 
after correcting for
PA + beam + FR

(smoothed + interpolated) 



  

bandpass_time??_polXX.png

3rd iteration of calibration 
after correcting for
PA + beam + FR

(smoothed + interpolated) 

automatic detection
and proper interpolation 

and re-gridding



  

clock.png

4th iteration of calibration 
after correcting for PA + 

bandpass + beam + FR 



  

tec.png

4th iteration of calibration 
after correcting for PA + 

bandpass + beam + FR 



  

ion_ph-res.png

4th iteration of calibration 
after correcting for PA + 

bandpass + beam + FR 

only phase offset left



  

calibration solutions

summary file



  



  

adjust parameters in
the target parset

calibrator solutions as input

choose a minimum of 10 SBs, e.g., L228163*SB00*.MS 



  

none of the A-Team 
sources is closer than 30° 

potentially contaminated 
UV data can be flagged

A-Team_elevation_target.png



  

data clipped due to 
potential contamination by 

A-Team sources is 
acceptable

Ateamclipper.png



  

RMextract.png

include RM values from 
CODE

see  Ionospheric Effects 
in M. Mevius‘ talk (D2)



  

ph_polXX.png

phase corrections for the 
target field using global 

skymodel



  

ph_poldif.png

in XX-YY still some phase 
residuals are left.

Noisy parts pop up



  

ph_freq??.png

additional time-resolved 
diagnostics for separate 

frequency chunks

XX, YY



  

ph_poldif_freq??.png

additional time-resolved 
diagnostics for separate 

frequency chunks

XX-YY residuals can be 
easily spotted

noise increased at 
Remote Station



  

helpful for quality 
assessment

easily spot bad
frequency ranges

unflagged_fraction.png



  

pre-calibrated compressed target data 
→ input for DDE calibration

solutions.h5 inspection 
plots



  

check data/calibration 
quality



  

losoto -i solutions.h5



  



  

Factor (T6)
DDFacet (T7)
Rapthor (T8)

Long Baseline (L5)



  

●  Github repository: https://www.github.com/lofar-astron/prefactor/
●  Documentation: http://www.astron.nl/citt/prefactor/
●  FAQ: https://github.com/lofar-astron/prefactor/wiki/Documentation%3A-Faq

●  Report issues at: 
 https://www.github.com/lofar-astron/prefactor/issues

Contact me during the hands-on sessions on Slack
(March 24, 14:00 – 18:00 CET)

#t2-prefactor

Initial direction-independent calibration and data reduction

Alexander Drabent
alex@tls-tautenburg.de

http://www.astron.nl/citt/prefactor/
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