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Current Processing Approach

* 225 pointings made so far.

* ~ 900TB of data at SARA in
Amsterdam/

* Granted 10,000,000 core hours on
Cartesius, the Dutch national super-
computer.

* 2.5hrs/per beam/per 24-core-node.

Cartesius

* Processed 55 pointings so far.

* |.| million candidates.

* 50 known pulsars detected.

* In other words, it would take
13,000 cores to run the processing
real time.



We’re making discoveries!
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DRAGNET Cluster

High Speed Switch

Processing

RAM

¢ ~40Gb/s (max} into
DRAGNET from
COBALT.

e ~10-20 worker

nodes.
¢ ~40-80 GPUs.

* DRAGNET output is
very small compared
with input.

* EU call for tender
soon to be submitted.



Table 2: details of equipment roquest (costs in Ewros)
Components ¥ of umits | Pnce’comp. | ToL pnce Description
GPL NVIDIA GTX6% 120+ 30 1,000 120,000 GPU cluster that will do the
¢luster O sumalar + + 4,000 + 120,000 real-time processing descnbed
Housing machine aDOVE
Dask buffer | 1 T8 solid state N 1 000 60,000 Disks that will store full.res
disks data when tngeered
Swirch Infimiband switch + | + 3 7000 7,000 EXIra necessary imfrastrocture

petwork cabling + 600 + 18,000 to feed data from the LOFAR
comreiator 1o the GPU clusier

Database Server<quality 4TB | 125+ | 420 52,500 Database and data server for
and data disks (or equiv,) + 5,000 + 10,000 the DRAGNET project
server with enclosures + 2

64-core servers

* 387 5kEur + 20% overhead = 465.0kEur.
* Above budget is a rough example and -
deviates from the detailed design in progress.
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_# Timeline shifted ~6-12 months ¢ompared with above.
o (Almost) all-of.the DRAGNET team has now started
~*Want to have a basically operational DRAGNET
| cluster in Gronlngen by Spring.2015. |



Groningen role

* Help with practical aspect of installing
DRAGNET cluster.

* Incorporate. DRAGNET into ' LOFAR
network.
* Maintain basic functionality.



