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Current status

● All nodes have been installed
● First observations have been done and reduced

● Both correlated and beamformed data
● Dutch TBBs can reach new cluster, Intl TBBs Groningen 

● Software stack almost ready
● Pulsar pipeline mostly operational
● Imaging still needs a bit of work

● Reboot not always successful 
● Routing issues – solution identified

● Stability issues



  

Stability issues

● Last weekend ~20% of nodes failed
● Spontaneous reboots: 14 nodes
● Unreachable IB device: 2 nodes
● Crashed: 5 nodes

● No obvious correlation found
● Nodes in use / idle
● Location in rack
● Power Phase



  

Stability issues

● TARGET cluster has similar problems
● Both cluster share

● Power (UPS)
● Environment (Heat, airflow)

● Power stability or contamination prime suspect
● Large scale investigation started by RUG FB

● 51 nodes identified as “Good”
● Can be used until a solution found



  



  

Cluster HOWTO

● No separate compute and storage nodes
● In general: process where the data is

● Every node has ~20 TiB storage and 24 cores
● Although interconnected by IB – avoid moving data

● ~Two nodes dedicated as “hoover nodes”
● Cluster nodes with only 2 TB scratch space
● Further identical to other nodes
● (can) mount all cluster nodes



  

Building - running

● Two head nodes
● Fewer but faster cores
● 5+ terabyte of RAID-5

● 500 GB of fast SSD based storage
● /data/scratch



  

Optimal datastreams

● All traffic to and from the cluster goes through a 
router node

● There are four such nodes
● Currently two in use:

● locus001 – locus050: router2
● locus051 – locus100: router3

● Data from BG/P routed on a per I/O node basis
● Configuration of router nodes WIP

● Currently at least 18.4 Gbps/router (total 73.6 Gbps)
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√ - Bigger basket

√ - More cake

√ - Better communication

This bunch of hardware should be able to handle 
80Gbps

Proof me wrong!
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