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LOFAR LTA System Architecture 

Tier 0 (a.k.a. CEP) 
(  Short term storage. 

(  First iteration processing. 

(  After quality inspection move data to LTA 
  Storage and metadata to LTA Catalog. 

Tier 1 (a.k.a. LTA) 
(  Long term storage. 

(  Further processing. 

(  Catalog can be queried via prompt, 
  web- and VO interfaces. 

(  Data made available via 
  Download Service. 

Tier 2 (a.k.a. ‘the rest of the world’) 
(  User controlled. 

(  Includes university or faculty storage 
  and processing systems. 



 

Regular transfers from CEP to LTA 

(  LTA copy 

Move data to LTA storage; 
  no registration in LTA catalog 
  (manual administration) 

Applies to everything stored 
  in the LTA until now 

(  Data ingest (LOFAR 1.0) 

Move data to LTA storage 
  & update LTA catalog 
  in single transaction 

From CEP: 
  MoM provides required 
  metadata (from SAS/MAC) 

  Responsibility Observatory 
  (timing, placement) 

Functional/tested 

llow user initiated ingest 
  from Tiers 1 & 2 

Tier 0 (CEP) 

Tier 1 (LTA) 

Tier 2 (external/public) 

Groningen 
Target 

Jülich 
FZJ 

Amsterdam 
SARA 

… 



 

Projects and accounts 

(  Project synchronization 

MoM provides LOFAR project administration 

Provisioned to LTA catalog when an ‘LTA Resource’ (storage/processing) is 
allocated to project 

(  Account synchronization 

NorthStar/MoM accounts synchronized with LTA when account is ‘LTA enabled’ 

 Automatic for members of project with LTA Resource 

Can not distribute MoM/NorthStar password hash 

 User will receive request by mail 
 to generate new password 

Looking into using federated accounts 
(with SurfNet & ASTRON ICT) 

 Allow home institute accounts 
 for logging in 

 



 

LTA Catalog 

(  LTA Catalog DB 

Oracle RAC 11g 

LOFAR Datamodel 
  Complete data lineage 
  - Observations 
  - Pipelines 
  - Data products 

(  LTA Catalog UI 

Builds on AstroWise 

Several views: 
- Web interface 
- DB view 
- Console 

Request download 
- Now: scripts; 
  assumes data online 

-  Soon: staging request 
  plus user notification 



 

LTA Catalog AstroWise web interface 



 

LTA data retrieval 

Tier 0 (CEP) 

Tier 1 (LTA) 

Tier 2 (external/public) 

Groningen 
Target 

Jülich 
FZJ 

Amsterdam 
SARA 

… 

(   Web based download server 

‘LTA enabled’ ASTRON/ 
  LOFAR account 

Low threshold 

Primarily for few files 
  & smaller volumes 

(  GridFTP 

Requires grid 
  user certificate 

Requires grid 
  client installation 

More robust; 
  superior performance 

(  Future: client tool 

Best of both worlds? 

 



 

Amsterdam/SARA 

 SARA Grid storage 

 dCache based 

 300 TB online disk reserved for LOFAR 

 1.8 PB nearline tape reserved for LOFAR 

 10 Gbps network from CEP 

 160 Gbps network to SARA Compute cluster 

 Shared compute clusters 

 SARA: 2200 cores 

 NIKHEF: 2200 cores 



 

Amsterdam/SARA Throughput 

(  ~ 800MBps; drops when online disk area allocated to LOFAR is full 

- Migration to tape becomes limiting 

- Additional migration capacity can (temporarily) be allocated on request 

 



 

Jülich/FZJ   

 dCache based storage 

 80 TB online/disk 

 1 PB nearline/tape 

 10 Gbps from LOFAR CEP 



 

Jülich/FZJ Throughput 

(  ~ 600MBps first couple of hours; drops significantly after some time 

(  Inefficient scheduling mechanism of dCache as installed at FZJ 

Expect improvement after dCache upgrade (being tested) 

Further improvement expected from disksreplacements this summer 

 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

SENSORS 

stora
ge 
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processing 

off-line 
processing 

DataBases 

web 

USER 

 Target Test platform 

 Combination of pools: fast disk storage, bulk disk storage, tape 
storage 

 GPFS based 

 Target extension: 

 1.7 PB online disk (~1 PB LOFAR) 

 5.1 PB nearline tape (~3 PB LOFAR) 

 80 Gbps network from CEP 

 80 Gbps network to Compute cluster 

 New GRID cluster (BiG Grid): 770 cores 

 Utilizes Target system as Storage backend 

Groningen/Target  



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

SENSORS 

stora
ge 
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off-line 
processing 
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 GPFS filesystem unable to handle load generated by one of the 
applications (380 Million files) 

  Inconsistent filesystem metadata & unplanned outage for 
repairs 

  In April GPFS metadata capacity increased (hardware/network) 

 High load application moved to separate file system 

 However: during startup metadata of fraction of files found corrupt 

 Effort to repair continuing 

 New hardware being installed to allow installation separate 
GPFS file system 

 For LOFAR: catalog database and interface temporarily 
moved to servers outside of Target GPFS system 

Groningen/Target: recent issues   



 

Groningen/Target Throughput 

(  Not yet tested 

Before upgrade (single Target access node): at least as good as SARA 

(  Upgrade: 

Four Target access nodes with 2x 10 Gbps each 

Objective is to achieve > 60 Gbps for offloading observation data from CEP2 

 



 
LTA Storage Capacity 

All in 
TB 

Disk 
1/2012 

 
1/2013 

In use 
5/2012 

Tape 
1/2012 

 
1/2013 

In use 
5/2012 

SARA 300 500 250 1800 3700 1000 

TARGET 300 1000 70 0 1700 350 

FZJ 80 ? 80 1000 ? 150 



 

2012 Activities 

(  Support for other dataproducts 

Beamformed 

TBB 

Single station 

(  Enhancing the user interface 

Usability 

Robustness 

Functionality 

(  Source catalog 

(  Extend LTA datamodel 

a.o. quality related metadata 

(  Manually operated processing 

Pulsar processing (started) 

Imaging processing 

 NDPPP/BBS/Imager components 

 MSSS preprocessing 

 LOFAR software available! 

(  LTA pilepine integration 

AstroWise DPU pipeline framework 

Direct access to LTA catalog 

Ingest output 

(  Bandwidth on Demand 

Data distribution 

With SurfNet/JIVE (NEXPReS) 



 

Data distribution within LTA 

Tier 0 (CEP) 

Tier 1 (LTA) 

Tier 2 (external/public) 

Groningen 
Target 

Jülich 
FZJ 

Amsterdam 
SARA 

… 
Requirements 

  i) Duplication/repair 

Flexible scheduling 

QOS more important than 
exact bandwidth 

  ii) Remote processing 

Full chain scheduling 

Specific bandwidth; 
- NEXPReS: ~10 Gbps 
- Ideally comparable to 
LAN speeds: ~80 Gbps 
 



 

Case IV: Raw data off-loading 
from Tier 0 to Tier 1 

Tier 0 (CEP) 

Tier 1 (LTA) 

Tier 2 (external/public) 

Groningen 
Target 

Jülich 
FZJ 

Amsterdam 
SARA 

… 
Requirements 

(  Unidirectional (mostly) 

(  X PB per year 

(  60 - 80 Gbps 

Keep up with peak 
observation data rate 

Only fraction of time 

(  Reliability important 

Not ‘life threatening’ 

But impacts 
observation program 
(which is the driver) 

Infrastructure 

(  Shared with station 
  network (mostly); 
  c.w. Case III 



 

LTA Science Interfaces 


