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CurrentCurrent StatusStatus

Online storage CIT: 24 TBOnline storage CIT: 24 TB
Offline storage CIT: 14 TBOffline storage CIT: 14 TB
Offline processing:Offline processing:

18x 32 bit Xeon; 50 GB local18x 32 bit Xeon; 50 GB local
10x dual 64bit single core 10x dual 64bit single core OpteronsOpterons; ~400 GB local; ~400 GB local

GRID based archiveGRID based archive
According to current policy mostly migrated to tapeAccording to current policy mostly migrated to tape
~10 TB in use~10 TB in use

GRID based processingGRID based processing
SARA Matrix cluster (36x Dual Xeon)SARA Matrix cluster (36x Dual Xeon)
CIT GRID cluster (50x 2 Dual CIT GRID cluster (50x 2 Dual OpteronOpteron))

Local inspectionLocal inspection
Manual schedulingManual scheduling
Manual data handling & inspectionManual data handling & inspection
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WorkingWorking towardstowards……
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Spring 2009 StatusSpring 2009 Status……

CEP storage & offline processing procuredCEP storage & offline processing procured
(Phase 1)(Phase 1)

Specs being definedSpecs being defined
Design includes 50 Design includes 50 GbpsGbps input & 100 input & 100 GbpsGbps
output output dataratesdatarates
Multiple 10 Multiple 10 GbpsGbps connections to computing connections to computing 
centrescentres

GRID based storage & processing procuredGRID based storage & processing procured
BiGGridBiGGrid second second tranchtranch end 2008end 2008
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Spring 2009: Spring 2009: WhatWhat is is neededneeded forfor MSSSMSSS

MSSS requirements (?)MSSS requirements (?)
Assuming Assuming ““100% efficiency100% efficiency””

Data generation Data generation ≤≤ 6 6 GbpsGbps ((≤≤ 500 TB/week)500 TB/week)
Reduced (post DP^3) data Reduced (post DP^3) data ≤≤ 15TB15TB
Offline computing power ???Offline computing power ???

Operations:Operations:
Minimum requirements for system availability?Minimum requirements for system availability?

# stations?# stations?
# antennas/station?# antennas/station?
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TechnicalTechnical challengeschallenges

Getting the cluster specs rightGetting the cluster specs right……
30,000+ Observations to be scheduled30,000+ Observations to be scheduled

Including offline processingIncluding offline processing
High level of automation requiredHigh level of automation required

Observation catalogueObservation catalogue
10,000+ Data products to be archived10,000+ Data products to be archived

ImagesImages
Reduced UV data?Reduced UV data?
Raw UV data???Raw UV data???
Public?Public?

~2,500,000 Sources in catalogue~2,500,000 Sources in catalogue
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SleeplessSleepless nightsnights

Planning & integrationPlanning & integration
System robustness & stabilitySystem robustness & stability
Is system Is system ““OperationsOperations”” ready?ready?


