
Netherlands Institute for Radio Astronomy 

1  ASTRON is part of the Netherlands Organisation for Scientific Research (NWO) 

Programme: 
 1.  Array status & Observatory update – R. Pizzo 

 
 

2.  COBALT update – H. Holties 

3.  LTA status- H. Holties 

4.  Millisecond Pulsar Spectral Analysis: a First Result - D. 
Stinebring 
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Array Status 

  38 operational NL stations 
  24 CSs 
  14 RSs 

  8 Is 
 

  Payload errors at some stations. CS103 
solved. CS006: LCU needs to be replaced 
today 

 
   CS302 broken SPU1 board - replaced 
 

  Mowing at CS has started – but fields are 
very wet 

  HBA Maintenance/Repair ongoing on several 
stations 

 

  UK608 remote maintenance successful. Two 
oscillating tiles and one element with 
communication problems repaired (A. Doo). 
TDS boards 

  FR606: replacement TDS boards; remote 
maintenance later 

 



Overview, including IS 
 

LBA: 1.5%; HBA: 5.5% 
 
see https://proxy.lofar.eu/array_status/ 

  



Superterp 
 

LBA: 1.2%; HBA: 8.0% 

  



Core Stations 
 

LBA: 1.6%; HBA: 8.0% 

  



Remote Stations 
 

LBA: 1.8%; HBA: 6.2% 
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News regarding the observing system 

  Station calibration:  

  today installation of  

o  Mode 7: CS+RS 

o  Mode 3: Superterp 

  The rest of mode 3 and 7 tables for the international stations need some 
manual flagging 

  For further details see http://www.astron.nl/radio-observatory/
astronomers/current-status 

  System performed relatively fine during the last two weeks – COBALT being 
used for correlator and BF mode successfully 

  Only remaining issue is related to Pulsar gridding observations -> with COBALT 
all beams point towards the same position in the sky -  fix will be rolled out 
asap. 

  Recently discovered a bug affecting the broken element information that is used 
when recording data for the LBA inner configuration – some of the elements 
were mistakenly turned on. Few affected users have been notified. Fix in 
progress. 
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News regarding the observing system 

  Issues with ILT runs involving international stations – tiger team activities 
started this week. Action: ping from COBALT to international stations solved 
double IP addresses. Good performance during the last 2 nights 

  Roll out software version 2.3 -> Performance of the system is nominal 

  Pipelines:  

  a few failures experienced during the past 2 weeks -> hanging locus nodes 
– rebooted 

  swapping on a few CEP2 nodes due to processes running longer than 
expected 
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News regarding the observing system: 
Cycle Observations 

  35 projects completed – 1400 hours observed successfully 
      

  Some projects will not finish  will continue during Cycle 2 

  MSSS HBA completed 
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CYCLE 2 ALLOCATIONS 

  45 projects accepted 

  Observing -> 1612 h 
 
  Processing -> 1702 h 
 
 

http://www.astron.nl/radio-observatory/cycles/cycle-2-final-allocations/cycle-2-final-allocations 
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News regarding Cycle observations 

  Detailed Cycle 2 schedule available here: 

  https://docs.google.com/spreadsheet/pub?
key=0AtnmDczhIbEtdF9TT3RnX0xOSEZ1TWtOaWdILUVIVXc&output=html 

  Contact Science Support in case of questions/issues 

  **Always cc ‘sciencesupport@astron.nl’ and include the proposal code in the subject line** 
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News regarding the observing system : 
Archive 

  Some delays with the ingest of data because of hanging locus nodes 

  More in Hanno’s talk 
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CEP news: 

  CEP2 

  Locus074,081: hanging likely due to swapping 

  Locus072: defect memory caused a boot problem 

  CEP-3 

  Delays in the commissioning of the new cluster. Current timeline: CEP3 available in 2 weeks. 
More info at the next LSM.  

 

  CEP 1 users:  

  BACK UP YOUR DATA ELSEWHERE OR GET IN TOUCH WITH SCIENCE 
SUPPORT AT sciencesupport@astron.nl IF YOU WOULD LIKE TO REQUEST 

TRANSFER OF DATA TO CEP3 AND HAVE NOT YET DONE SO 

  New policy regulating access to CEP3 and data handling available at  

  http://www.astron.nl/radio-observatory/observing-capabilities/depth-technical-information/
cycle-1-observing-and-processin 
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CALENDAR LOFAR activities 

 

  Start Cycle 2                                        :  15 May 2014 

  Next LSM                                            :   28 May 2014 
 

  Next Stop day                                      :   3 June 2014 

  Cycle 3 proposal call                             :   July 2014 

  Cycle 3 proposal submission deadline     :   Wednesday 10 September, 12 UT  


