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CR pipeline: Processing locations



CR pipeline: Layout

• Fourier transforming the data to the 
frequency domain

• Correction of instrumental delays from 
the TV-transmitter

• Frequency dependent gain correction

• Suppression of narrow band RFI

• Flagging of antennas with high noise

• Correction of trigger delay

• Beam-forming in the direction of the air 
shower

• Quantification of peak parameters

• Optimizing the radius of curvature

• Identification of good events



CR pipeline: Data

• Inputs:

• Time-series data of the individual dipoles

• Station calibration information

• System health information

• Reception pattern of the individual dipoles 

• Outputs:

• Multi-dimensional images (near-field, full time-resolution)

• Event-list with reconstructed physical parameters of the shower (position, pulse 
height, electric field strength, etc.)



Input data

• Time-series = digitized waveform received by an individual dipole

• System-internal data-format converted through DAL to HDF5 dataset

• Representation of system-hierarchy within structure of dataset

• Format definition available (ICD)

• Higher-level interface through set of C++ classes

• Python bindings under development (pydal)



Input data

• Off-the-shelf tools can be used for basic inspection of datasets



Input data: Access through DAL

• For C++ programmers: set of classes encapsulating the hierarchical organization 
of the data

• TBB_Timeseries

• TBB_StationGroup

• TBB_DipoleDataset

• Access to:

• Metadata

• Observation info

• Station/antenna positions

• Raw antenna data

• For Python programmers:

• access methods part of pydal



DataReader

• Abstraction layer to hide details for 
dealing with different input datasets

• C++ implementation: base class on from 
which all special cases are derived

• LOPES

• ITS

• LOFAR

• Hard-coded mini-pipeline for quantities 
derived from the raw timeseries data of 
individual antennas

• Conversion/Calibration: array 
multiplication

• value per antenna

• value per antenna & frequency



CR near-field imager

• Imaging not based on visibility data

• CR pulse to short to allow integration 
of antenna signal

• Required calibration/corrections per 
individual dipole

• Near-field imaging at full time-resolution 
not part of standard imaging pipeline

• Implementation of various types of beam

• adding beam

• CC beam

• X Beam

• Image hyper-cube of >= 5 dimensions

• Distributed version required to handle 
dumbs of all TBBs within the LOFAR array 



Near-field imaging



CR-Tools: Overview

• LOPES-Tools (I) [earlier than mid-2004]

• written for the LOPES (LOFAR Prototype Station) experiment located at the FZ Karlsruhe

• based on AIPS++, mostly written in Glish scripting language - little C code

• hand-written Makefiles

• LOPES-Tools (II) [2004]

• introduction of C++

• LOPES-Tools (III) [2004-2007]

• embedding into AIPS++ build environment as site package

• CR-Tools [fall 2007]

• reorganization of modules with C/C++ code

• transition to configuration/build system employed by the USG: CMake

• source code moved to USG repository

• start replacing Glish by Python

• new graphical user interface under development (Qt, pyQt)



CR-Tools: Installation

• All the source code available through the USG repository

• Configuration and build through build script using CMake

svn co http://usg.lofar.org/svn/code/trunk lofarsoft

cd build;  ./build.sh cr

• Built components: Library, test programs, application executables

• Tested platforms: Mac OS X 10.4/10.5, Debian GNU Linux, SuSE Linux, Kubuntu



CR-Tools: Documentation

• C/C++ API Doxygen documentation:

• Instructions/Examples on the USG Wiki

http://usg.lofar.org/doxygen


